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A B S T R A C T   

Artificial intelligence (AI) is playing a major role in the new paradigm shift occurring across the 
technological landscape. After a series of alternate seasons starting in the 60s, AI is now expe
riencing a new spring. Nevertheless, although it is spreading throughout our economies and so
cieties in multiple ways, the absence of standardised classifications prevents us from obtaining a 
measure of its pervasiveness. In addition, AI cannot be identified as part of a specific sector, but 
rather as a transversal technology because the fields in which it is applied do not have precise 
boundaries. In this work, we address the need for a deeper understanding of this complex phe
nomenon by investigating economic agents’ involvement in industrial activities aimed to supply 
AI-related goods and services, and AI-related R&D processes in the form of patents and publi
cations. In order to conduct this extensive analysis, we use a complex systems approach through 
the agent-artifact space model, which identifies the core dimensions that should be considered. 
Therefore, by considering the geographic location of the involved agents and their organisation 
types (i.e., firms, governmental institutions, and research institutes), we (i) provide an overview 
of the worldwide presence of agents, (ii) investigate the patterns in which AI technological 
subdomains subsist and scatter in different parts of the system, and (iii) reveal the size, compo
sition, and topology of the AI R&D collaboration network. Based on a unique data collection of 
multiple micro-based data sources and supported by a methodological framework for the analysis 
of techno-economic segments (TES), we capture the state of AI in the worldwide landscape in the 
period 2009–2018. As expected, we find that major roles are played by the US, China, and the 
EU28. Nevertheless, by measuring the system, we unveil elements that provide new, crucial in
formation to support more conscious discussions in the process of policy design and 
implementation.   
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1. Introduction 

We experience the impact of technological disruptions every day. Nevertheless, investigations of how these changes are thriving in 
the economic system are affected by a lack of standard classification systems for emerging technologies that would allow a better 
detection of their pervasiveness in industry and research.1 In order to provide indicators to support policy makers’ decisions regarding 
the impact of emerging technologies, we propose an analysis that describes the complex system related to the activities of economic 
agents that are involved in a specific technology. In this study, we address Artificial Intelligence (AI) in the last decade (2009–2018). 
This work is developed in the context of a broader project that is focused on measuring the digital economy and assessing the 
emergence of transversal technological domains that can rapidly impact economic growth. 

The aim of this study is to delineate the AI Techno-Economic Segment (TES) in a timely manner. The AI TES is a complex system 
consisting of agents that have taken part in relevant AI activities in the last decade. We consider relevant activities to include (i) 
industrial activities (i.e., production, services, and trade by firms) and R&D activities in the form of (ii) patent applications related to 
the considered technology and (iii) publications in related research domains. We consider agents to be the firms, research centres, 
academic institutions, and governmental institutions involved in the aforementioned economic and knowledge-related activities. We 
investigate this system in order to capture: (i) the location and organisation type of involved agents, (ii) the presence of AI thematic 
subdomains and the degree to which the agents and their countries are involved in each of them, and (iii) the structure of collaborative 
R&D technological relationships among agents. 

The measurement of the fundamental dimensions of a TES makes this work original. More specifically, (i) we describe the presence 
of technological agents over the considered geographic areas2 based on micro-level data (firms, research institutes, etc.) collected from 
different sources, (ii) we identify the thematic profile of countries and their involvement in technological subdomains, which allows 
the assessment of their technological competences, and (iii) we investigate emerging features in the structure of agents’ interactions 
within and between areas. Another advantage of our study is that we include heterogeneous sources that address the industry and the 
research. The sources’ variety enables us to cover different geographic regions and different stages of firms’ lifecycles (from start-ups to 
established agents), as well as different types of R&D activities. 

The considered technology, AI, has been selected because of its disruptive and transformative potential. The recent increase in data 
availability, processing power, and data storage, as well as the development of new algorithms, have triggered a new ”spring” in AI 
(Russell & Norvig, 2016; Nilsson, 2014; Schwab, 2017; National Academies of Sciences Engineering and Medicine and others, 2017). 
This makes it highly relevant for policy (Craglia et al., 2018) in view of the attracted funds, expected impacts on industrial processes 
and labour market, and political-economic interests. However, while several studies describe AI applications and subdomains (Bughin 
et al., 2017, pp. 1–80) (see Appendix E), few measure the magnitude and structure of its pervasiveness in the economy (China Institute 
for Science and Technology Policy at Tsinghua University, 2019; WIPO, 2019). Moreover, there is no mutually agreed-upon definition 
of the AI technological domain, and it is not covered by a standard classification, such as the International Classification for Standards 
(ICS) (see Footnote 1). However, it is spreading in multiple economic sectors and its presence is embedded into different categories of 
products (De Prato et al., 2019). The representation and understanding of such a complex system are useful for policy (European 
Commission, 2018a, p. 237; 2018b, p. 795). For this reason, insights regarding the comprehension of agents’ dynamics and special
isations are relevant for the design and implementation of policy interventions, which might be less effective and efficient if not 
supported by this knowledge. 

This paper is structured as follows. In Section 2, we present the related literature, the background, and the research questions. 
Section 3 describes the proposed methodology. In Section 4, the process of data collection is described. The results are discussed in 
Section 5. In Section 6, the conclusions of the study and the perspectives for its advancement are presented. 

2. Background and research questions 

Technology plays an essential role in the field of economics. Neoclassic economic theories consider the economy as a system 
converging towards an equilibrium state that is strictly dependent on the available technology (Solow, 1957). Even if the role of 
technology is fundamental in this approach, it fails to give a description of the process that leads to the formation of that specific 
technological availability. In contrast to these approaches, subsequent studies in the fields of (i) macro-economic out-of-equilibrium 
theories, (ii) national and local innovation systems, and (iii) evolutionary economics, respectively, have made the following claims. 
First, technology is not an exogenous variable, but is instead the result of an endogenous process (Hicks, 1973; Georgescu-Roegen, 
1971; Amendola & Gaffard, 1988, 1998).Second, interactive dynamics among involved agents foster technologically innovative 

1 The lack of a mutually agreed-upon definition and classification system, such as the International Classification for Standards (ICS), for an 
emerging technology, such as AI, is evident in a comparison of the significant variance of definitions and classifications in research, market, policy, 
and institutional publications (see 23 relevant research publications, 29 AI policy and institutional reports, and 3 market reports that can be found in 
Appendix E). In particular, regarding the lack of standard classifications for AI, the International Organisation for Standardization (ISO) is working 
to identify potential standard specifications, characteristics, and subcategories of AI that could be used internationally to classify the AI techno
logical domain. The ISO is developing 10 AI standards for ISO/IEC (joint technical committee of the International Organisation for Standardization 
and the International Electrotechnical Commission). As of January 2020, three standards have been published with different objectives (big data 
overview, vocabulary, reference architecture, etc.); hence, AI definitions and classifications are not included.  

2 In this work, we refer to geographic areas, but the analysis can be developed at the level of regions, subregions, or cities. 

R. Righi et al.                                                                                                                                                                                                           



Telecommunications Policy 44 (2020) 101943

3

bottom-up processes (Lundvall, Dosi, & Freeman, 1988, pp. 349–369; C.; Freeman, 1991; Nelson, 1993; Saxenian, 1994; Breschi & 
Malerba, 1997).Third, ontological recursive elements characterising technological evolution and innovation exist and can be identified 
(Dosi, 1982; Lane & Maxfield, 2005; Arthur, 2007, 2009).More recently, the study of emerging technologies has moved in the direction 
of patent analysis, especially because of the large availability of data. Such analyses are based on network indicators with patent 
citations (Breitzman & Thomas, 2015; Cho & Shih, 2011; Verhoeven, Bakker, & Veugelers, 2016), analysis of patent textual content 
(Gerken & Moehrle, 2012; Lee, Kang, & Shin, 2015), and machine learning processes to identify emerging technologies at early stages 
(C. Lee, Kwon, Kim, & Kwon, 2018). While these studies explore different methodologies to evaluate emerging technologies, they tend 
to not to associate the disruption caused by new technologies with the agents that generated such a disruption. 

In order to consider the connection between economic agents and the technologies in which they are involved, we employ complex 
systems theory. Complex systems are defined as a set of interdependent agents whose joint behaviours reveal the emergence of a non- 
random structure (Newman, 2011). This approach has been proved pertinent to the representation and examination of economic 
phenomena, such as the development and spread of new technological domains in economic processes (Arthur, 1999; Arthur, Durlauf, 
& Lane, 1997). In particular, our work uses the concepts of the agent-artifact space theoretical model, which was developed for the study 
of emerging technologies (Lane & Maxfield, 1997, 2005), in order to explore the main dimensions of the complex system that we 
address. In this model, agents are the fundamental units of the system and the behaving entities by whom all activities are initiated. 
Depending on the type of system, agents can be individuals in a society, employees in a firm, or enterprises in local industrial districts. 
Artifacts are the technological objects with which the agents work in order to carry out their economic activities and, occasionally, to 
develop new functionalities, i.e., theoretical and empirical advancements allowing for changes in the technological landscape (Lane, 
Pumain, van der Leeuw, & West, 2009). Finally, the crucial element of the agent-artifact space theoretical model is that the process of 
technological evolution is triggered by agents’ interactive dynamics (Lane, 2011, 2016). 

The very first artifacts, such as stone tools and metal objects, allowed humans to relate with the environment in new ways (Lane 
et al., 2009; van der Leeuw, 2008; van der Leeuw & McGlade, 1997). The increase of knowledge and capability in handling matter, 
energy, and information led to the development of AI, which was ultimately enabled by the ICT revolution (Lane et al., 2009; Lane, van 
der Leeuw, Sigaloff, & Addarii, 2011; Young et al., 2006). Over time, social and economic interactions of increasing complexity have 
sustained radical technological changes, which in turn generated feedback loops affecting the structure of our societies and economies. 
In this work, we use this evolutionary and adaptive approach and consider all economic institutions worldwide that have been 
involved in the AI domain in the last decade as agents, i.e., firms, research centres, and governmental institutions. AI’s artifacts, such as 
machine learning algorithms, devices using computer vision and speech recognition, and connected and automated vehicles, are 
investigated via the activities that the agents perform in order to produce, trade, and develop them. Hence, as activities, we consider the 
economic processes directed to (i) the supply of AI-related goods and services (industrial activities) and R&D activities in the form of 
(ii) patent applications with AI technological developments and (iii) AI-related academic research. These types of activities are selected 
in order to cover the main and most relevant agents’ initiatives that concern AI’s artifacts. Some of these are ”individual” activities, i.e., 
the supply of goods and services does not imply any collaboration between agents; its design and achievement are carried out indi
vidually by the agent. On the other hand, there are ”shared activities”; a patent or a publication can be developed by a single agent or by 
several agents in collaboration. Therefore, the work aims to answer the following research questions: (i) Who are the agents involved in 
the supply and evolution of AI worldwide? (ii) Which types of artifacts are being developed in this field? (iii) How do agents interact and behave 
in the techno-economic space that is considered? 

Moving from a micro-based perspective that allows us to capture both pertinent activities in the AI technological domain and the 
involved agents, the present work aims to provide statistical and quantitative answers so as to measure the AI TES as a complex techno- 
economic system from the perspective of an agent-artifact space. The three aforementioned research questions lead to the analysis of the 
AI TES in three dimensions. The first dimension is related to the mapping of the involved agents, in terms of location (at the country 
level) and organisation types. This initial part is fundamental for the comprehension of the considered complex system’s structure. The 
second dimension is related to the investigation of the technological domain. The technological subdomains are identified within the 
AI domain using natural language processing methods. Hence, each subdomain represents one category of artifacts that the agents have 
developed. The third dimension is related to the technological collaborations in which the agents are involved. Hence, the core ele
ments of the agent-artifact space model are addressed, namely agents’ interactions. 

3. Methodology 

The methodological approach that we propose consists of three parts and can be implemented in any technological domain.3 In this 
work, the proposed approach is developed for AI. The first part includes data collection, text pre-processing, and the identification of 
agents. The main elements of this methodological part are outlined in Subsection 3.1, and a detailed description is presented in 
Appendix A. In the second methodological part, we detect thematic knowledge subdomains through topic modelling. This is described 
in Subsection 3.2 and represented in Fig. 2. The corresponding results are discussed in Subsection 5.2. Finally, the third and last part 
focuses on the investigation of R&D collaborations and network centrality statistics. This is implemented through a geo-based network, 
as described in Subsection 3.3 and represented in Fig. 3. The corresponding results are discussed in Subsection 5.3. 

3 The present study is based on previous work in the domain of photonics (Samoili, Righi, Lopez-Cobo, Cardona, & De Prato, 2018). 
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3.1. Construction of the graph database 

The first methodological part in this work consists of the collection and pre-processing of the information that allows us to answer 
the research questions. Some elements are highlighted in this paragraph and represented schematically in Fig. 1. This method is fully 
described in Appendix A, as it is out of the scope of this study to focus on these methodological details. The numeration of the steps that 
are described below correspond to the numeration of Appendix A and Fig. 1. Initially, data regarding relevant activities are collected 
and the corresponding textual information is pre-processed with text-mining approaches (step a). Second, the textual information is 
normalised (step b.1) and a keyword extraction algorithm is implemented to select the most relevant technological terms (step b.2). 
Third, agents’ locations (at the city level) are corrected or completed where applicable (step c.1). Agents’ names are then disam
biguated, as they can be simultaneously detected by multiple data sources (step c.2). In addition, information about the organisational 
type (firm, governmental institution, or research institute) of each agent is determined (step c.3). Finally, the graph database is 
generated (step d). 

We consider agents to be economic entities located in a specific city, which implies that if the same economic entity has multiple 
locations, a distinct agent is identified in each location (see Appendix A.c.1). The retrieval of agents’ locations at high granularity (city 
level) allows the investigation of the system at different geographic levels (e.g., countries, regions). Second, the agents’ organisation 
types are classified according to the literature on Triple Helix (Etzkowitz & Leydesdorff, 2000), a theoretical framework for the study of 
institutional interactions that are able to foster economic and social development. Agents are distinguished in three types: firms, 
governmental institutions, and research institutes (the initial capital letters F, G, and R are used to represent agents’ organisation types 
in Fig. 1). More details are provided in Appendix A.c.3. Finally, distinctions are made between documents and activities in this study. 
Namely, a document carries only textual information about the corresponding economic activity. For instance, while a patent indicates 
an R&D activity, its textual component (the document) refers to the abstract, title, and keywords. Similarly, the supply of good
s/services indicates an industrial activity, and the firm’s business description constitutes the corresponding document. It is necessary to 
clarify the differences between these components for the semantic analysis that is presented in Subsection 3.2, in which technological 
knowledge subdomains are identified (research question (ii), methodology in Subsection 3.2 and results in Subsection 5.2) and the 
technological subdomains per geographic location and organisation type are further assessed. 

Based on the collected data, the results of the agents’ location mapping and the organisation types’ attribution are discussed in 
Subsection 5.1. It should be noted that the data sources are distinguished in two cases, and a different data collection strategy is 
implemented for each case. These two cases are: 

case 1. - vertical sources: import technologically specific data sources according to experts’ input, i.e., databases exclusively 
including information about agents and activities related to the considered technology, 

case 2. - horizontal sources: query non-technologically specific data sources with terms relevant to the technology, i.e., databases 
including information about agents and activities not necessarily related to the considered technology. 

Based on this data collection strategy, we capture agents’ involvement in (i) industrial activities (i.e., production, services, and 
trade by firms), and R&D activities in the form of (ii) patent applications and (iii) publications. 

3.2. Detection of thematic knowledge subdomains 

In order to detect agents’ involvement in the knowledge subdomains of an emerging technology in a non-heuristic and objective 
method, a semantic analysis is performed on the documents of the agents’ activities.4 With this analysis and through the agents, we can 
quantify the involvement and thematic nature of countries’ activities regarding the detected subdomains. In particular, to identify a 
technology’s subdomains in the absence of a standard classification, such as the International Classification for Standards (ICS), for 
emerging technologies, such as AI (See Footnote 1), we use a natural language processing method called topic modelling, more 
specifically the Latent Dirichlet Allocation (LDA) model. LDA enables the clustering of all documents associated with industrial and 
R&D activities (i.e., firms’ descriptions, patent applications, and publications). These activities are collected through a procedure that 
ensures that they sufficiently represent the technological domain (description in Appendix A). In this manner, these clusters can be 
associated, in a following step, with technological subdomains. 

In literature, topic modelling is found to be used for the technological mapping of knowledge subdomains (B€orner, Chen, & Boyack, 
2003; Boyack, Klavans, & B€orner, 2005; Leopold, May, & Paaβ, 2004; Spitters, Verbruggen,& van Staalduinen, 2014; Suominen & 
Toivanen, 2016), and in recent technological forecasting studies, as an objective method to analyse and classify the technological areas 
and sub-areas of R&D activities (Hu, Fang, & Liang, 2014; Lee et al., 2015; Suominen & Toivanen, 2016; Suominen, Toivanen, & 
Sepp€anen, 2017; Venugopalan & Rai, 2015). It is also employed to extract technology intelligence through a patent analysis at the 
industry level (Suominen & Toivanen, 2016), and with additional related statistical methods (Latent Semantic Indexing and Principal 
Components Analysis (PCA)) for publications and patent abstracts (Zhang, Porter, Hu, Guo, & Newman, 2014). In another study, LDA 
is applied to investigate technology convergence with patent data as an essential step in the pursuit of innovation and economic growth 
(Lee et al., 2015). Topic modelling is again invoked to address the subjectivity of patent classification and the non-unique mapping of 
industries to classes and vice-versa (Venugopalan & Rai, 2015). A combination of LDA, integrated k-means, and PCA is employed for 

4 It should be noted that the document is the textual information part of the activity (see Appendix A.a). 
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the automatic classification of patents and the development of a knowledge organisation system (Hu et al., 2014). 
Topic models are preferred to traditional clustering algorithms in information retrieval and have been found to outperform cluster 

models (Wei & Croft, 2006; Zhao, Zou, & Chen, 2014). More specifically, the advantage of topic modelling is that a training process is 
not required for this unsupervised learning algorithm. Hence, LDA can automatically discover latent semantic patterns, namely topics 
(Blei, Ng, & Jordan, 2003; Griffiths & Steyvers, 2004), in any given set of documents (Blei et al., 2003; Griffiths, Steyvers, & Ten
enbaum, 2007) without predetermined classes through a generative process. 

In particular, LDA, a commonly used probabilistic generative topic model, semantically clusters the content of a set of documents, 
called a corpus, into topics that can be identified only through LDA - explaining the use of ”latent” in the naming of the model. The 
generative process includes the assignment of each document’s terms to random variables.5 These terms are semantically clustered 
into topics using an iterative probabilistic process and Dirichlet distribution (multivariate generalisation of the Beta distribution) (Blei, 
2012). Through LDA, the probability distributions of topics in documents (topics’ probabilities) and of words in topics (terms’ 
probabilities) are estimated. This means that a probability distribution is created for each document, indicating the extent to which it 
belongs to each of the topics, and a probability distribution is created for each word of the corpus, indicating the extent to which it 
belongs to a topic. The model returns the topics that are more likely to describe each document adequately, and as each document is 
part of the entire collection of documents (corpus), the most probable topics that better represent the corpus. 

As LDA does not require the implication of experts in the process of identifying topics, the risk of unintentional bias is minimised 
(Blei et al., 2003; Jurafsky & Martin, 2014; Steyvers & Griffiths, 2007). However, it is noteworthy that in order to classify the doc
uments into topics, the LDA algorithm requires the user to specify a fixed number of topics. Although the authors who proposed LDA in 
the context of machine learning attempted to provide a statistical indicator to compute the optimal number of topics that fits a given 
corpus, called the perplexity value (Blei et al., 2003), the evaluation of the fit is of limited value as the topics’ interpretability by 
humans is difficult, even with standard quantitative measures of fit (Chang, Gerrish, Wang, Boyd-Graber, & Blei, 2009). In our 
approach, we first investigate the approximate number of proposed subdomains of the technology to be investigated with a literature 
review of research, policy, and market publications. We then follow a trial-and-error approach to determine the number of topics that 
better describe the corpus of the technology in question, testing with numbers of topics around the boundaries for the number of 
subdomains found, as in Suominen and Toivanen (2016). To evaluate the output, a list of the most probable terms per topic are 
examined for coherence through the term probability distributions per topic and are then compared to real-world subdomains of the 
technology reported in the literature. 

The advancement of our implementation of topic modelling in comparison to relevant literature consists of identifying emerging 
technological subdomains with the titles, abstracts, and keywords (when available) of both R&D and industrial economic activities 
(firms’ descriptions, patent applications, and publications). This part of the analysis aims to (i) quantify countries’ involvement in each 
subdomain in order to assess their technological competences in the future and (ii) inquire into the composition of each subdomain per 

Fig. 1. Schematic representation of the first part of the developed methodology. Starting from the conceptualisation of the activities characterising 
the techno-economic complex system (left part), a series of procedures are implemented as described and enumerated in Appendix A (middle part), 
producing as a final output a graph database (right part). Notes: (i) in the right part, in parenthesis the agents’ organisation types are reported (”F” 
for firms, ”R” for research institutes and ”G” for governmental institutions); (ii) the example of agents’ location is here at the level of geographic 
areas, but the agents’ identification is at city level. 

5 Random variable α: controls the topic distribution per document (the probability that a document contains a topic). Random variable β: controls 
the word distribution per topic (the probability that a topic contains a word). 
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organisation type of agents. In Fig. 2, a schematic explanation is presented regarding the ways in which topic modelling enables the 
two aforementioned points of this analysis by uncovering latent technological patterns. 

The initial information considered concerns agents’ involvement in activities. In Fig. 2.a agents are represented as X1, X2, X3, X4 
and X5 (in blue), and activities as Y1, Y2 and Y3 (in yellow). The knowledge space that the agents’ activities create is here accounted as 
the textual information contained in each activity, which corresponds to a different document represented by DocðY1Þ, DocðY2Þ, 
DocðY3Þ (in pink). The terms contained in the documents describing the content of agents’ activities are then clustered with LDA into 
thematic groups, also referred to as topics (Cronen & Pearce, 1980; Ding, 2011; Hacklin, 2007), which are represented in Fig. 2b-d as 
Topic 1, Topic 2 and Topic 3 (in multiple colours). The documents and their terms are assigned to each topic with a probability, so each 
document is described by a topic with a higher or lower probability.6 Fig. 2.c illustrates the step during which the topics are connected 
to the agents through the activities. Consequently, in Fig. 2.d, the thematic profile of each country is established by taking into 
consideration information regarding the agents’ locations. 

Finally, the following procedure is followed regarding the correspondence of topics to thematic subdomains of the studied tech
nology. First, the top terms in the probability distributions of topics are automatically summarised. These summaries constitute the 
initial titles of the topics. To connect them to a technological subdomain, their correspondence to real-world topics is evaluated by 
comparing them to thematic subdomains found in the literature relevant to the technology. This literature is also used to identify the 
most representative number of topics. The titles of topics are then revisited and described in a more natural language. In the final step, 
they are evaluated by an expert who is provided with a list of the most frequently used terms per topic to assess each topic’s corre
spondence to a technological subdomain. 

3.3. A geo-based network of R&D collaborations 

Network approaches have long been used in the field of economics to investigate innovation dynamics. The main examples in the 
literature concern the study of different roles in networks of innovation systems (Ibarra, 1993; Lundvall et al., 1988, pp. 349–369; 
Powell et al., 2005), regional knowledge clusters (Saxenian, 1994), the role of strategic alliances in firms’ capabilities to innovate (C. 
Freeman, 1991; Mowery & Teece, 1996, pp. 111–129; Owen-Smith & Powell, 2004; Powell et al., 2005; Gilsing, Nooteboom, Van
haverbeke, Duysters, & van den Oord, 2008), attractiveness in research collaborations (Abbasi, Hossain, & Leydesdorff, 2012; Balland, 
2012), and the emergence of technologies (Breitzman & Thomas, 2015; Cho & Shih, 2011; Verhoeven et al., 2016). In addition, a large 
amount literature investigating trade flows with networks is present (Serrano & Bogu~n�a, 2003; Garlaschelli & Loffredo, 2005; Fagiolo, 
Reyes, & Schiavo, 2008, 2009, 2010).By focusing on the connective and interactive nature of the phenomena observed, these studies 
have been able to reveal insights regarding the topological properties of the agents involved and of the global properties of the system 
considered. 

Given the point that we aim to address in this final methodological part, agents’ interactions, we implement network analysis. The 
goal is to study the network not at an individual level, but to explore differences at a specific geographic level. The objectives are 
multiple. The first is to analyse the level of internal and external collaborations observed by area. The second is to collect insights on 
different patterns in the composition of these collaborations. The third is to infer the relevance of each area in the worldwide land
scape. To answer these questions, we construct a geo-based network starting from agents’ locations and their participation in activities, 
hence at the micro level of analysis. It is also important to note that the proposed geo-based network, in addition to enabling an 
investigation at the geographic area level, allows us to overcome the lack of connections between components in the initial network, as 
represented in Fig. 3. As agents are grouped based on their locations, it is very likely that the computed geo-based network will present 
a single component.7 This solves potential problems of analysis and interpretability when analysing the topology of the nodes.8 

In order to investigate the structure of technological collaborations, the following steps are implemented. First, in the graph 
database (see Fig. 3a), only agents and activities are selected (i.e., blue and yellow nodes, respectively) in order to obtain a bipartite 
network structure (see Fig. 3b). Industrial activities (supply of technological products and services) are not considered in this part of 
the analysis, because this step intends to capture the structure of the most technologically advanced collaborations, i.e., R&D activities, 

6 If, for example, document DocðY1Þ has a 70% probability of belonging to Topic 1, 1% to Topic 2, and 29% to Topic 3, then the activity Y1 is mostly 
speaking about Topics 1 and 3.  

7 A network consists of a single component when at least one path of connection exists between any couple of nodes.  
8 If the network is disconnected, i.e., presents more components, some centrality measures (like closeness) cannot be computed (Wasserman, 

Faust, et al., 1994; Opsahl, Agneessens, & Skvoretz, 2010), and others (like betweenness) assess the nodes’ position with respect only to the nodes 
located in the same component (instead of assessing the position of the node with respect to all of the nodes belonging to the system). 
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which are oriented to generate new developments in the agent-artifact space.9 Given the bipartite structure of the considered 
network,10 agents are not directly connected to each other. Instead, they are indirectly connected to the common activities in which 
they participate. It is only possible to analyse their relationships after the network is projected in its corresponding one-mode 
network.11 The resulting weighted adjacency matrix12 describes the number of common activities in which each couple of agents 
participate (i.e., the one-mode projection based on agents). The initial bipartite network is thus transformed into a network in which 
agents are directly connected by means of their activities (Fig. 3c). In the case of an activity developed by a single agent, no connection 
is generated in the one-mode projection of the network, as no collaboration is established. In the case of n common activities, n 2 Nþ, 
between the same couple of agents, n edges are generated between the couple. The only assumption that is made in the transformation 
from a bipartite network to its one-mode projection is that each agent involved in a common activity is directly collaborating with all 
the other agents involved. In order to investigate R&D collaborations from the perspective of geographic areas, a second 

Fig. 2. Schematic representation of network of agents and their activities with mutual technological language. Technology-related collected ac
tivities are notated as Y1;Y2;Y3, their textual information as documents DocðY1Þ, DocðY2Þ, DocðY3Þ, and agents as X1;X2;X3;X4 and X5. In (a) the 
technology’s complex system is illustrated with the connections of the activities to the agents (characterised by geographical location in terms of 
area). In (b) the thematic topics are extracted from the textual information of the activities through topic modelling. In (c) the activities are 
connected again to the agents carrying the thematic information. In (d) the thematic profile of each country is presented. 

Fig. 3. Schematic representation of the generation of the geo-based network. The complex system, made of agents (blue nodes), activities (yellow 
nodes) and textual information (pink nodes) is represented in (a). In (b), the bipartite network consists of two types of nodes, representing agents 
and activities. Agents are connected to the activities in which they participate. In (c), the one-mode projection based on agents is generated by 
connecting agents who participate in the same activity. In case of multiple common activities, multiple edges are generated. Finally, in (d) the 
geographic-based network is built by merging together the nodes belonging to the same geographic area. Edges are weighted based on the number of 
collaborations between agents of the corresponding areas and, for collaborations involving agents of a same area, self-loops are generated. (For 
interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 

9 Other network analyses are possible through exploiting the data resulting, among others, from ownership structure, venture capital investments, 
etc. These extensions are under development.  
10 A bipartite graph is a network in which two types of nodes exist - in this case agents and activities - and connections are present only between 

one node of the first type and one node of the second.  
11 This is possible by multiplying the binary incidence matrix describing the bipartite network with its transpose matrix.  
12 The adjacency matrix, i.e., a squared matrix describing connections among the nodes of a network, in this case is set with null diagonal. Let A be 

the initial incidence matrix describing the bipartite network with the number of rows equal to the number of agents and the number of columns 
equal to the number of activities, then the diagðA �A’Þ describes the number of activities in which each agent is involved. However, in graph theory, 
this implies the presence of self-loops, i.e., connections connecting one node with itself. Therefore, after the described transformation, all the el
ements of the diagonal are set equal to 0. 
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transformation is implemented, leading to the geo-based network as represented in Fig. 3.d. Agents are grouped by their locations, 
resulting in a network in which (i) the nodes represent different geographic areas, (ii) the edges represent collaborations between 
agents of different areas or between agents of the same area (the latter are represented as self-loops13), and (iii) the edges are weighted 
based on the number of collaborations between agents of the corresponding areas. 

This final network is analysed in three ways. The first is through the study of the volume of collaborations, namely the amount of 
collaborations within and between geographic areas, as represented by Fig. 7 for the case of AI. The second is the study of the 
composition of these collaborations, distinctions between the collaborations in terms of the location of the peers (within or between 
areas) and their organisation types, as presented in Fig. 8. This enables an investigation of the extent to which the different combi
nations of types of agent are involved in the observed collaborations. The third is the study of the level of control that is exerted by each 
geographic area on the rest of the network by means of the computation of a network statistical indicator, namely the weighted 
betweenness centrality (WBC) (L. Freeman, 1977, 1978; Brandes, 2001). The betweenness centrality (BC) of a node v 2 V, where V is 
the set of nodes of the considered system, is defined as BCðvÞ ¼

P

s6¼t 6¼v

σs;tðvÞ
σs;t , where σs;t indicates the number of shortest paths between s 

and t, where σs;tðvÞ indicates the number of shortest paths between s and t in which v lies, and with s 2 V and t 2 V. In order to account 
for weighted connections, the computation of the shortest paths is set to select the path with the largest14 sum of weights. As infor
mation about time is present for R&D activities (patents and publications) (see Appendix A.a); nodes’ WBC is computed on a yearly 
basis, considering only the set of collaborations occurring in each year at a time. The statistical indicator is calculated for the entire 
network of R&D activities, and for its two subnetworks separately (i.e., the subnetwork of patents, and the subnetwork of publica
tions)). For each of these three cases, the year-by-year WBC is normalised in the interval ½0;1�. 

4. Data collection for the AI TES 

The process of data collection for the study of the AI TES is presented in this section, following the methodology that is outlined in 
Subsection 3.1 and Appendix A. In order to target the AI TES and collect data about AI-related industrial and R&D economic processes, 
we selected (i) a list of AI-specific sources (case 1 - vertical sources), and (ii) a list of horizontal databases containing information 
regarding any technology (case 2 - horizontal sources). The sources that are queried and collected are detailed in Appendix B. For 
publications in the AI domain in particular, only the top 10 international AI conferences are considered, following the findings of a 
recent study (Frank, Wang, Cebrian, & Rahwan, 2019) that AI researchers present increasing interest in publishing their work in 
topic-specific conferences instead of academic journals. The final list of AI conferences that are considered can be found in Appendix C. 

In order to identify the activities that are relevant to the considered technological domain, horizontal sources (case 2) are queried 
with the following list of terms that resulted from the process described in Appendix A.a: artificial intelligence, automated vehicle, chatbot, 
computer vision, deep learning, face recognition, knowledge representation and reasoning, machine learning, natural language processing, 
neural network, reinforcement learning, robotics, speech recognition, swarm intelligence, and virtual assistant. The text-mining procedure is 
based on Elasticsearch engine version 2.4.6 (Lucene library). Both for vertical sources (case 1) and horizontal sources (case 2), only 
activities that occurred in the period 2009–2018 are considered. The last decade was selected for two reasons. First, this scope allows 
us to focus on the recent AI spring. Second, the data suffers from a limitation; the vertical data sources describe the core business of 
firms currently involved in AI without providing information about the year in which they first became involved in AI-related pro
cesses.15 This prevents us from extending the period of time for the analysis. Therefore, we set the considered time period to 
2009–2018. It is important to note that in the present work, we consider the time dimension only when analysing R&D activities, as 
time-related information is present for such activities (year of registration for patent applications and year of publication for research 
articles). 

There are 56,318 activities collected by considering vertical sources and queried horizontal sources referring to 2009–2018. 
However, in 3706 cases, activities belonging to the vertical sources present no textual information regarding the description of the core 
business, only listing the name of a candidate agent. As one of the scopes of this work is to perform a textual analysis, we remove these 
observations. Therefore, the number of activities considered is 52,612. In these activities, 35,276 agents are initially detected. As 
discussed in Appendix A.c.1, we identify agents based on their geographical location at the city level. Complete geographical infor
mation is only available for 60% of agents (in the form of structured variables or in the form of addresses that are processed to extract 
information about country, region, subregion, and city). For 15% of agents, geographical information is retrieved based on their name. 
For 11% of agents, geographical information is obtained online. For 3% of agents, geographical information is imputed based on a 
probabilistic distribution of cities, considering that partial information is available (i.e., the country, region, and subregion of the 
agent). The remaining 11% of agents that do not have any kind of geographical information and for which it is not possible to retrieve 
such information online, are discarded. Once the geographical location is completed for all agents, the process of disambiguation is 
implemented (see Appendix A.c.2). Out of a set of 31,396 agents resulting from the preceding steps, 2146 groups of potential 
duplicated agents, overall involving 9438 agents, are detected. After a manual check of the detected cases, 1809 groups (out of the 

13 While the diagonal of the adjacency matrix obtained in the previous transformation was set equal to zero, the diagonal of the adjacency matrix of 
the graph describing connections between geographic areas is computed based on the number of collaborations among agents of the same area.  
14 Edges’ weight in social networks usually measures a distance between two connected nodes. In this work, it is the opposite. As the weight of the 

edges indicates the number of collaborations, the more two areas collaborate, the closer we consider them.  
15 These sources were collected at the end of 2018. 
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2146 detected) are identified to contain duplicated agents, and this leads to the deletion of 2115 agents.16 Additionally, 60 cases are 
refined to control for major agents (e.g., Google, IBM, Microsoft, Amazon, Toyota, Mitsubishi, Sony, EPFL, Carnegie Mellon University, 
Max Planck Institute, MIT). Thus, another 187 agents are eliminated because they are considered to be duplicates. In the end, the 
number of agents is reduced to 29,094. It is important to note that the agents considered as duplicates are those that: (i) are detected to 
represent the same economic entity and (ii) are located in the same city. 

During the disambiguation process, the activities in which duplicated agents are involved are associated with the ”original” non- 
deleted agent. If the same agent is associated with multiple industrial activities, these activities are merged. This led to the removal of 
1915 industrial activities, resulting in a total of 50,697 industrial and R&D activities. On the other hand, if the disambiguation process 
leads to the association of multiple R&D activities with the same agent, the activities are kept distinct. 

Regarding the attribution of the 29,094 agents’ organisation type (see Appendix A.c.3), in 73% of the cases, the organisation type is 
univocally detected from the data sources. In order to homogenise the different categorisations of organisation types detected in the 
data sources, all the different types are converted to the considered types.17 Three percent of agents present more than one organi
sation type and are manually disambiguated. For the 7262 agents without organisation type, we infer the missing data based on the 
presence of meaningful part-of-words in their standardised name.18 As 3312 agents are still not allocated to any organisation type after 
these steps and specific patterns are not detected in their names, we consider them to be firms. With this last step, we finally define the 
2009–2018 AI techno-economic complex system as a system made of 29,094 agents involved in 50,697 AI-related activities containing 
textual information. 

Table 1 presents, per type of activity, the number of activities and agents collected and used for this study. The percentage of agents 
detected in more than one type of activity is low because of the following two cases. First, the adopted definition of agents, as described 
in Appendix A.c.1, considers the combination of an economic entity and its location at the city level. Therefore, if an economic entity is 
located in several sites, then each site is usually associated with different types of economic processes (e.g., legal offices, research 
laboratories, production plants). This generates distinct agents and no overlap is detected. Second, infrequent overlap between agents 
detected through patenting activities and agents detected through industrial activities is expected. Only technologically specialised 
agents are detected in the latter case, i.e., big high-tech companies and small-medium companies mainly providing AI solutions and 
services, because agents involved in industrial activities are detected based on the core description of their business. Agents making 
only partial use of AI in the products they supply, e.g., companies belonging to the automotive industry, are not detected among AI 
industrial activities, as AI is not explicitly included in the core description of their business. Nevertheless, these agents are detected 
when they filed AI-related patents or authoring AI-related articles. 

5. Results and discussion 

The section is divided into three subsections in accordance with the three dimensions that are investigated. First, in Subsection 5.1, 
an overview of the AI techno-economic complex system is presented. In particular, we focus on the distribution of agents in terms of 
their location and organisation type. Second, in Subsection 5.2, the technological subdomains emerging in the AI domain are pre
sented. In addition, we assess the agents’ involvement in each AI subdomain by geographic area and organisation type. Third, the 
technological collaborations in R&D are investigated in Subsection 5.3. In particular, we analyse the volume of internal and external 
collaborations, their composition in terms of the organisation type of the agents involved, and the control level exerted by each country 
in the considered network and its sub-networks. 

For the implementation of the analysis, we group countries into geographic areas, which better represent geo-political areas. These 
are: Africa, Canada, China, the EU28, India, Japan, Middle East, Oceania, Other American countries, Other Asian countries, Other 
European countries, South Korea, and the US. Hence, the EU28 is presented as an individual area throughout the study. In order to 
ensure that we examine the most recent AI advancements, the time span considered in the analysis is the period from 2009 to 2018. 
This means that only the activities that occurred during that period, and the involved agents, constitute the system under analysis. 

5.1. AI landscape: AI agents’ worldwide distribution 

The detection and localisation of AI TES agents is the first output of the present study. Table 2 presents the percentages of AI agents 
per geographic area and organisation type. The US is the leading country in AI agents (30.0%), followed by China (25.5%), then the 
EU28 (18.7%), and two other Asian countries, namely India (which has a quarter of the agents of the EU28) and South Korea (one-sixth 

16 If a group is considered to contain duplicated agents, all agents but the one considered to be the ”original” are deleted. Therefore, as each group 
can contain more than two agents, the final number of agents eliminated exceeds 1,809.  
17 The type ”Firms” includes companies, firms, and start-ups. The type ”Governmental Institutions” includes all public and local economic entities 

with administrative roles, public institutes not associated with research activities, and state-owned utility monopolies. The type ”Research In
stitutes” includes universities, public and private research centres, and higher or secondary education organisations. Although the name of the 
categories ”company gov non-profit” and ”gov non-profit” would suggest that they are governmental institutions, they are in fact public research 
institutes. These two categories are both found in the patent data source.  
18 For instance, agents are considered as governmental institutions if their names contain: agencija, agenzia, ayuntamiento, bundes, comune, feder, 

governmen, minist, ministry, municip, national, navy, provincia, region, regional, state, etc. Agents are considered as research institutes if their name contains: 
academy, center scientifique, central science, depart, ecole, fachhochschule, national lab, recherche, resear, school, univ, vyskumny, wissenschaften, etc. 
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of EU28 agents). Modestly following these five are players located in Canada and Japan. The worldwide AI landscape is therefore 
mainly dominated by the US, China, and the EU28, and there is a significant gap between the leading group and the followers. 

The composition of the three major areas differs by organisation type. The US leads in firms, with one third of all firms detected 
worldwide (32.1%). It is remarkable that, although the overall presence of governmental institutions is relatively low (215 agents out 
of 29,094), China leads in this specific organisation type (87.0%). Although the EU28 ranks third in the number of firms, it has the 
second greatest presence in AI research institutes (20.5%) after China. These observations show that AI activities in the US are strongly 
oriented to business activities, an area in which the EU28 is less present. China’s large number of agents in each of the three types 
suggests that its involvement in the AI domain is a structured and complex phenomenon including a variety of agents. In addition, the 
strong presence of governmental institutions seems to confirm the Chinese Government’s strong commitment to sustaining the 
development of AI (China Institute for Science and Technology Policy at Tsinghua University, 2019). Compared to the US and China, 
the EU28 has a much greater presence of research institutes in the field, showing a very active research environment. 

In addition, in Table 2, under the assumption that the number of agents is correlated with the size of a geographic area’s economy, 
we define the indicator AI presence intensity as the number of agents over Gross Domestic Product (GDP). GDP is measured in EUR 
purchasing power standards (PPS) to account for differences in prices, allowing cross-country comparisons. This indicator allows the 
number of AI agents in a country in comparison to its GDP (base year 2015) to be evaluated. In other words, it tentatively measures 
countries’ institutional and industrial efforts to become important agents in the AI landscape. In particular, it is notable that South 
Korea and Canada arise as the countries with the highest AI presence intensity. 

This subsection has described the AI landscape with reference to the number of agents detected. Although this part of the work does 
not weight agents according to their size, large businesses with locations in different cities have a larger presence in the data than small 
businesses with a single location because we define a single economic entity over multiple locations as multiple agents. We are 
developing a method to account for more specific weights in further analyses. 

Table 1 
AI 2009–2018 techno-economic complex System’s descriptive statistics.  

Types of Activities Number of detected Activitiesb Number of detected Agents 

Industrial activities 
Production, Services and Trade related to AI goods & servicesa 

16,731 16,731 

R&D Activities (1) 
AI-related patents 

29,247 10,873 

R&D Activities (2) 
AI-related research publications 

4,719 1,856  

Final Number of Activitiesc Final Number of Agentsd  

50,697 29,094  

a The number of activities initially detected in the category Industrial Activities is 18,646. Due to the disambiguation of agents, some agents are 
associated to multiple industrial activities. However, as each agent can be associated to only one industrial activity, the multiple industrial activities 
associated to the same agent are merged. 

b Each activity corresponds to one document, which contains the textual information of the associated activity. 
c Sum of number of detected documents. 
d The final number of agents is not equal to the sum of number of agents detected by type of activities, as the same agent may be involved in 

different types of activities. 

Table 2 
AI Agents by geographic area and organisation type.   

N. of Agents a AI Presence Intensityb N. of Firms c N. of Governmental Institutions c N. of Research Institutes c 

US 30.0% 0.646 32.1% 1.9% 12.2% 
China 25.5% 0.512 25.5% 87.0% 39.9% 
EU28 18.7% 0.367 18.6% 1.4% 20.5% 
India 4.3% 0.207 4.6% 0.9% 1.3% 
Other Asian countries 3.5% 0.221 3.4% 1.4% 4.2% 
South Korea 3.2% 0.705 3.0% 0.9% 5.1% 
Other European countries 3.1% 0.281 2.8% 5.6% 5.9% 
Canada 3.0% 0.730 3.1% 0.5% 2.3% 
Japan 2.2% 0.168 2.2% 0.0% 2.5% 
Middle East 2.1% 0.125 2.1% 0.0% 1.9% 
Other American countries 2.0% 0.061 2.0% 0.0% 1.9% 
Oceania 1.6% 0.439 1.6% 0.0% 1.5% 
Africa 1.0% 0.289 1.0% 0.5% 0.9% 
Total N. of Agents & 

Total N. of Agents by Type 
29,094  26,158 215 2,721  

a % over Total. 
b Number of Agents over GDP PPS 2015. 
c % over Total by Type. 
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5.2. Thematic subdomains in AI 

In view of the absence of a standard classification of AI (as previously explained, see Footnote 1), the probabilistic topic model 
applied on the large collection of documents and described in Subsection 3.2 identified six non-exclusive thematic topics in the AI 
technological landscape for the period 2009–2018. These topics are non-exclusive, as they consist of technological terms that may be 
found in multiple topics. This is because a natural language term may belong to multiple topics. For example, the term ”neural 
network” appears in multiple AI thematic topics, as neural network algorithms are used by multiple AI subdomains. 

5.2.1. Identified AI thematic topics of industrial and R&D activities 
Six topics are selected to represent thematic subdomains in the AI domain after implementing LDA and testing several numbers of 

topics to determine the number that better describes the technological domain. To further elaborate, the number of topics is deter
mined by (i) inquiring the potential bounds of real-world subdomains in the corpus with a literature review of 55 publications about AI 
from research, policy, and market perspectives (exhaustive list in Appendix E), which results in the identification of a minimum of two 
and a maximum of seven separate AI subdomains, (ii) applying an LDA trial-and-error approach (Suominen & Toivanen, 2016; Zhao 
et al., 2015), with an input number of topics around the boundaries of the number of AI subdomains found in the literature,19 (iii) 
evaluating each topic of each run for coherence with the terms’ probability distribution of each topic,20 and correspondence to 
real-world subdomains reported in the literature.21 

After the identification of the number of topics, an automatic summary of the top 10 terms in the probability distribution of each 
topic provides the initial titles of the topics. These are revisited and shortened to allow the description of each topic in more natural 
language. The titles are finally evaluated by an in-house AI expert to form the final titles of the thematic subdomains of the inter-topic 
distance map presented in Fig. 4. The top-10 list of terms per topic is provided in Appendix D, for the assessment of the final titles’ 
correspondence to the AI thematic subdomains. The AI thematic subdomains detected using our method are: (i) ”speech recognition, 
natural language processing (NLP) & synthesis”, (ii) ”face & image recognition”, (iii) ”Platform & Software Services (PaaS & SaaS)”, 
(iv) ”theoretical methods”, (v) ”automation processes and robotics”, and (vi) ”connected & automated vehicles” (CAVs). More details 
about the description of these subdomains can be found in Appendix D. 

5.2.2. Closeness of AI thematic subdomains 
To explore the relevance of the AI thematic subdomains and their relationships, we use LDAvis, a system for visualising and 

interpreting topics estimated by LDA (Sievert & Shirley, 2014).22 This visualisation system allows each topic to be explored separately 
with a comparison of the terms’ frequency in a topic and in the corpus, rather than only providing insights regarding the corpus in the 
form of word clouds per topic or bar plots per document (Chaney & Blei, 2012; Gardner et al., 2010; Snyder, Knowles, Dredze, 
Gormley, & Wolfe, 2013).In Fig. 4, the result of this visualisation is adapted to illustrate both the topics resulting from the topic model 
and the titles of the corresponding AI subdomains over the entire study period in the AI industrial and R&D activities. The topics’ areas 
are analogous to the topics’ prevalence in the corpus. For example, the subdomain of AI ”theoretical methods” is the largest; hence, 
there are more terms associated with this subdomain than with the others. This implies that there are more activities mentioning AI 
theoretical methods than activities mentioning other subdomains, which is to be expected, as all the other subdomains adopt AI 
methodological terms to describe the development of their corresponding activities. 

All the illustrated AI thematic knowledge subdomains contain applications and methods from interdisciplinary domains, which 
explains the closeness in distance in certain cases. For topics that are depicted as close in distance, more operations and terms are used 
interchangeably than for topics depicted at greater distances. We interpret that the thematic subdomains ”speech recognition, NLP & 
synthesis”, ”face & image recognition”, and ”connected & automated vehicles” are found close because speech and face recognition 
applications are used in CAVs from the automobile industry. On the contrary, the greater distance between the operations ensuing from 
the thematic subdomains ”Platform & Software Services (PaaS & SaaS)” and the CAVs subdomain can be understood by examining the 
applications and theoretical advancements of the two. For example, decision management applications for profit increase are not 
related to CAVs decision management. AI ”theoretical methods” is distant from the other subdomains on the PC2 axis, which can be 

19 The number of topics given as input to the LDA is a discrete set of values with the lower bound set to three (as the distinction of only two AI 
subdomains is deemed as too limited to describe the variance of subdomains in the technology), and the upper bound set to ten (so as to explore the 
knowledge space in the collected documents with a larger value than the number of AI subdomains found in the literature, i.e., seven, according to 
the literature in Appendix E. Hence, LDA is run eight times with the input of each of the values of this range.  
20 For each run, the 50 most frequent terms in the term probability distribution of each topic are examined for coherence. The run for three to six 

numbers of topics are found to be thematically coherent.  
21 The topics’ content of each run for three to six topics are assessed for correspondence to the thematic subdomains of AI in the studied literature. 

We find that 24 of the 55 analysed documents corroborate the existence of six topics, as the six identified topics adequately represented the AI 
subdomains reported in these documents. Therefore, the topic modelling of six topics is selected to proceed for further analysis.  
22 The topics’ centres are plotted in a two-dimensional plane through the Jensen-Shannon divergence and PCA. Jensen-Shannon divergence is used 

in probability theory to measure the similarity between probability distributions. As topics are probability distributions, the visualisation system 
that we applied (LDAvis system (Sievert & Shirley, 2014)) computes inter-topic differences to provide inter-topic distances. The topics’ area is 
proportional to the frequency at which their contained terms are found in the set of documents. The inter-topics’ distance is proportional to the 
relations between topics. Therefore, a visualisation of the topics would require a multi-dimensional space. Principal Components Analysis is used to 
project inter-topic distances, as well as the frequency of a topic illustrated proportional to its area. 
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interpreted as a distinction between theoretical developments and applications. 

5.2.3. Geographic distribution of AI thematic subdomains 
The most active geographic areas in each of the six identified AI thematic subdomains are analysed in this subsection. In this scope, 

Fig. 5 illustrates the activities in geographic areas per topic, including industrial and R&D activities. All six thematic subdomains are 
led by China or the US. The EU28 holds a strong position in two subdomains: ”automation processes and robotics” and ”Platform & 
Software Services (PaaS & SaaS)”. South Korea ranks third in ”speech recognition, NLP & synthesis” and ”connected and automated 
vehicles”. The main leaders for each thematic subdomain are discussed below. 

In ”speech recognition, NLP & synthesis” (Fig. 5a), the US and China lead with a share of almost 30% of worldwide activities each. 
South Korea follows with one-third fewer activities, ranking third. Japan and the EU28 are moderately active in this subdomain. In 
”face & image recognition” (Fig. 5b), China has a strong presence with two-thirds of activities worldwide in the thematic subdomain. 
The US’s involvement in this subdomain is relatively moderate. South Korea again ranks third in this thematic subdomain, with Japan 
and the EU28 following closely. In ”connected and automated vehicles” (Fig. 5c), China is strikingly active, with a concentration of 
more than half of worldwide activities in the thematic subdomain. The US follows with considerably lower activities. The EU28 and 
South Korea are also moderately present, with half of the US’s number of activities. Japan and other Asian, European, and American 
countries are present due to their firms’ activities in the thematic subdomain (further explained in Fig. 6c). In the subdomain of 
”automation processes and robotics” (Fig. 5d), the majority of activities are located in the US. The EU28 is in a competitive position, 

Fig. 4. Inter-topic distance map of AI subdomains for collected industrial and R&D AI activities (2009–2018). The nodes represent the detected 
topics, and their area is proportional to the frequency at which their contained terms are found in the set of documents. The inter-topics’ distance is 
proportional to the thematic relations between topics. The two axes represent the two dimensions that the PCA identified as capturing the largest 
amount of variance in the data. Note: For the visualisation the LDAvis R package is used. The map is interactive, a static representation is provided 
due to this medium. 
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Fig. 5. Geographic distribution of AI activities in each thematic subdomain, 2009–2018.  
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Fig. 6. Geographic distribution (in %) of AI activities per thematic subdomain and organisation type of the agents involved, 2009–2018. ”F” is the 
abbreviation for ”Firms”, ”G” for ”Governmental Institutions” and ”R” for ”Research Institutes”. 
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Fig. 7. (a) Internal vs. external collaborations of agents. (b) Collaborations of agents between geographic areas.  
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ranking second with 25% of the worldwide activities in the topic. China is also present, though moderately active in the subdomain 
with one-fifth of worldwide activities. Other countries and the most active geographic areas in this thematic subdomain are India and 
other Asian countries, as well as Canada and other European countries, which follow with a more modest number of activities. In the 
subdomain ”theoretical methods” (Fig. 5e), which represents the ”know-why” of AI technology as it concerns methodological 
knowledge, half of the agents developing related activities are located in China, with fewer activities in the US and the EU28. Activities 
located in South Korea or other Asian countries have a moderate presence. The thematic subdomain of ”Platform & Software Services 
(PaaS & SaaS)” (Fig. 5f) captures the US’s interest with 43% of the worldwide activities in this subdomain. The EU28’s focus is also 
very close, with one-fourth of worldwide activities in the subdomain. India ranks third, with less than one-tenth of the worldwide 
activities in the thematic subdomain, closely followed by Chinese and Canadian activities. 

5.2.4. AI thematic profile of organisation types worldwide 
Fig. 6 illustrates, the geographical distribution of the AI activities developed by agents according to their organisation type for each 

of the identified thematic subdomains. The most compelling results are the following. 
The majority of activities performed by governmental institutions correspond to agents located in China, a pattern that holds for 

every identified subdomain. Only in the thematic subdomain ”Platform & Software Services (PaaS & SaaS)” (Fig. 6f) is there a fair 
representation of US governmental activities, and a more modest one in the subdomain ”automation processes and robotics” (Fig. 6d). 
In all thematic subdomains, the share of the US is higher for firms’ activities than for research institutions’ activities (Fig. 6). 

In the subdomains of ”automation processes and robotics” (Fig. 6d) and ”Platform & Software Services (PaaS & SaaS)” (Fig. 6f), a 
significant percentage of the total worldwide research-led activities is located in the EU28. In these subdomains, the EU28 also has a 
strong presence from firms, with approximately 25% of the worldwide firm activities in the corresponding subdomains. A moderate 
part of firms’ activities in the EU28 are ”know-why”-oriented, as they are identified in the ”theoretical methods” subdomain (Fig. 6e). 
Firms’ activities on ”connected & automated vehicles” cover a modest part of the activities worldwide (Fig. 6c). 

In the subdomain ”speech recognition, NLP & synthesis” (Fig. 6a), South Korea holds approximately 30% of research-led activities 
worldwide, with a moderate presence in firms’ activities and governmental activities. In the subdomains of ”face & image recognition” 
(Fig. 6b) and ”connected & automated vehicles” (Fig. 6c), South Korea is represented almost equally in research and firms’ activities, 
with a share of nearly 8%. Japanese firms are modestly present among firms’ activities worldwide in the thematic subdomains of 
”speech recognition, NLP & synthesis” (Fig. 6a), ”face & image recognition” (Fig. 6b), and modestly in the ”connected & automated 
vehicles” (Fig. 6c) subdomain. Among all thematic subdomains, Indian firms appear to have a modest participation in worldwide firm 
activities in ”Platform & Software Services (PaaS & SaaS)” (Fig. 6f). 

5.3. Network of AI technological collaborations 

The objective of this section is to investigate agents’ interactions oriented to the development of AI-related technologies. Therefore, 
two types of R&D activities are considered: (i) patent applications and (ii) publications in top AI conferences. As described in the 
methodological Subsection 3.3, a worldwide network is generated from the collected data in which connections represent techno
logical collaborations between agents of different geographic areas, and in which self-loops represent collaborations between agents of 

Fig. 8. Collaborations by geographic area and type of the involved peers. With ”Local” we refer to agents that belong to the corresponding 
geographic area, while with ”Abroad” we refer to agents that do not belong to the corresponding geographic area. Geographic areas are in 
decreasing order (from left to right) of R&D activities in which their agents are involved. 
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the same area (Fig. 3d). 

5.3.1. Collaborations within and between geographic areas 
The distinction between internal and external collaborations is the first important contribution of this work with regard to the 

investigation of technological collaborations of AI agents worldwide. Fig. 7.a presents the amount of internal and external collabo
rations by area. The three leading areas, China, the US, and the EU28, show a composition that is in line with that discussed in 
Subsection 5.1. Though China does not have the largest number of agents, it is the most active area, presenting significantly more 
internal than external collaborations..23 Then, while the activities of the US are balanced between internal and external collaborations, 
those of the EU28 show a large propensity for external collaborations. Therefore, the three most important areas –the US, China, and 
the EU28 –present different balances between internal and external collaborations. Though we do not address the implications related 
to this finding in this work, it will be the object of future investigations. 

In addition to this distinction, external collaborations between geographic areas concerning AI activities are presented in the chord 
diagram (Fig. 7b), where the width and colour intensity of each chord is proportional to the number of collaborations between the two 
geographic areas involved. The most intense technological connections, in decreasing order, are observed between: the EU28 and US, 
which represent almost half of the external collaborations of the EU28, and almost one-third of the external collaborations of the US; 
China and the US, which correspond to almost one-third of all external collaborations for both areas; the EU28 and China, representing 
almost one-fourth of all external collaborations for both areas; other Asian Countries and China, corresponding to almost more than 
one-half of all the external collaborations of the first area and more than one-eighth of the external collaborations of China. 

Therefore, the strongest connection observed in the AI techno-economic system is that between the EU28 and the US. Nevertheless, 
the role of China should not be considered as secondary. China is always present in all the top connections apart from the first one. 
Considering the number of internal collaborations, as presented in Fig. 7.a, China appears as a leading force that is very well-connected 
with the rest of the world and has intense internal activities. 

5.3.2. Collaborations by type and location of the peers 
When further the organisation types of the agents involved in the connections are considered, different structures emerge in the 

considered areas. Fig. 8 shows the percentage distribution of collaborations by location and type of agents involved. One of the most 
relevant elements is the outstanding percentage of Chinese collaborations involving local firms and local research institutes (in yel
low). Again, China is the only area in which there is a significant presence of collaborations involving governmental institutions (in 
green). The US’s structured and established AI industry is shown through the large percentage of collaborations between local firms 
(dark orange). The EU28 is rather weak in this collaboration type. On the other hand, the collaborative activities of the EU28’s research 
institutions are good but not outstanding. The sum of the blue stacks corresponding to the EU28 results in a good amount of research 
collaborations, but the difference from the other leading areas is not remarkable. What is less expected is the large number of col
laborations between EU28 local firms and firms abroad (second shade of orange). Regarding the other areas, South Korea presents a 
large percentage of internal collaborations between firms and research institutes, and Japan and India present similar profiles, showing 
large relative amounts of collaborations between local firms, and between local firms and firms abroad (dark orange and second shade 
of orange, respectively). 

5.3.3. R&D network dynamics 
In Fig. 9, from left to right, the following statistics are plotted for three of the most relevant areas. In the first column, the number of 

agents (by organisation type, in different black lines) involved in R&D activities and the number of R&D activities per type (patent 
applications in red and research publications in green) are reported. In the second column, the number of internal (within the 
considered geographic area) and external collaborations (with different geographic areas) (blue and red line, respectively) are shown. 
In the third column, the weighted betweenness centrality (WBC), standardised in range ½0; 1�, for the whole network of technological 
collaborations and for its two subnetworks (in red for patent applications, and in green for research collaborations) is represented. This 
representation does not include data for 2018 due to a delay in the registration of patent filings. The consideration of this year would 
have led to erroneous conclusions, as a significant decrease would have been observed for patenting activity in 2018. Though the data 
of 2017 are also affected by this delay, the trend is not significantly affected. Finally, the values of the y-axis in columns 1 and 2 of Fig. 9 
are separately scaled (for each country), in order to better evaluate changes in the country trends. 

This final computation shows that, in general, the upward trend in the number of agents involved in AI R&D activities and in the 
number of AI R&D activities (column 1 in Fig. 9) started around 2012. In this year, the following elements can be detected: (i) the 
beginning of a rapid increase in patenting activities in China (red line); (ii) an increase in the number of firms involved in AI R&D 
collaborations and an increase in the number of publications in the EU28 (black dotted line with filled circles and green line, 
respectively); and (iii) a sharp increase in the number of firms and in patenting activities in the US (black dotted line with filled circles 
and red line, respectively). 

Regarding the trends of internal and external collaborations (Fig. 9 column 2), China started to increase its internal collaborations 
in 2012 (blue line), and this dynamic was followed by greater external collaborations (red line) with a delay of three years. While in 
Fig. 7.a it is possible to observe that over the whole considered period, Chinese agents collaborate more internally than externally, 

23 This also reflects the different patenting structure put in practice by Asian countries in comparison to Western countries (WIPO, 2019). 
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Fig. 9 (column 2) shows that this has been the case in each of the considered years. In the US, the number of external collaborations 
follows a similar trend to the internal ones, even if in 2016, the number of internal collaborations was double that of external col
laborations. Though the EU28 has taken a similar path, it is noteworthy that the region’s number of external collaborations (i.e., 
between an EU28 agent and an agent located out of the EU28) almost always exceeds the number of internal collaborations (i.e., 
between EU28 agents). 

Information about the relevance of the considered areas in the global AI network (and subnetworks) of technological collaborations 
is provided (Fig. 9 column 3). China’s overall centrality (black line), and hence its capacity to influence the rest of the network, 
fluctuates over time with downward trends in 2011, 2013, and 2016. This trend seems to be mainly determined by China’s centrality in 
the patent applications’ subnetwork (red line), which presents the same dynamic. The centrality in the subnetwork of conference 
publications (green line) increases over time, apart from in 2014, but remains lower than that of the patenting applications subnetwork 
(red line). The EU28 shows fluctuating trends in the patent applications and conference publications subnetworks. The latter presents 
larger values throughout time. This suggests that conference publications contribute more significantly than patenting applications to 
the maintenance of the EU28’s significant position in the network of R&D collaborations (black line). In the subnetwork of patent 
applications, the US’s centrality (red line) is higher than the corresponding centrality of the EU28, but lower than that of China. 

Fig. 9. Statistics regarding AI R&D network dynamics for China, the EU28 and the US, from 2009 to 2017. Note: 2018 is excluded because of the 
delay in patents’ filing registration. 
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Nevertheless, the US’s centrality throughout the period (black line) is very high. The major contribution to the US’s overall centrality is 
the country’s centrality in the subnetwork of conference publications (green line), which is the largest observed for almost all the 
studied periods. 

In summary, the number of Chinese patents (red line in the first column of graphs) significantly increased over time, reaching more 
than 4500 applications in 2016. The centrality of China (red line, column 3) in this subnetwork is considerable but inconsistent. The US 
and the EU28 do not have the same trends and scale for patent applications, as the number of patents they develop is much more 
limited than that of China (red line, column 1). The performance of the US and EU28 in terms of strategic position in this subnetwork is 
secondary, but remarkable (red lines, column 3). This is probably a consequence of different partnership strategies, namely more 
openness from the US and the EU28 to collaborate with agents from external areas, and for China, more collaborations within national 
borders. Both the EU28 and the US perform better than China concerning conference publications. The large number of publications 
developed by EU28 and US agents (green line, column 1) and their more open collaborative structure (orange line, column 2) allow the 
two geographic areas to lead in terms of centrality in conference publications (green line, column 3). Finally, the combined analysis of 
the two R&D subnetworks (black line, column 3) reveals alternate leaderships over time, with only one year presenting two leading 
geographic areas (in 2012, China and the US) in terms of overall centrality. EU28 closely follows the US and China, and outranks them 
in 2011. In addition, of the three geographic areas, it is the only one with a higher number of external than internal collaborations 
(column 2). However, leadership is contended between the US and China. The former fluctuates less and is more steadily located in the 
most central position (especially from 2012 to 2017). The latter has a less constant trend, but it is able to re-affirm its primary role after 
a partial decrease, as demonstrated by the peaks in 2012, 2015, and 2017, which were all preceded by at least one year of weighted 
betweenness centrality (WBC) lower than 0.5. 

6. Conclusions and perspectives 

Artificial intelligence is undergoing a period of intense progress, and its increasing pervasiveness is expected to have disruptive 
impacts on economies and societies. Thus, AI is attracting the attention of a growing number of governments. However, like other 
transversal and dynamically evolving technologies, there are still no mutually agreed-upon systems for classifying or measuring AI. In 
this work, we investigate and measure the AI techno-economic segment from the perspective of an agent-artifact space by collecting and 
analysing multiple micro-data sources. We use a structured and non-heuristic methodology that can be also implemented for the study 
of technologies other than AI. This methodology is used in the present work to uncover elements regarding (i) the agents participating 
in this evolving complex system, (ii) the technological subdomains of AI, and (iii) the structure and the dynamic of collaborations in 
patents and publications. All of these points have been analysed from the perspective of the location of the agents involved and their 
organisation type. Although this work does not make specific policy recommendations, it provides essential information for the dis
cussion and design of future policy interventions. Appropriate knowledge of the shape of the system under observation can enable 
more effective and efficient measures to be developed. 

Future work that builds on this research should first introduce new elements for consideration, such as business structures, the 
connection of the different branches of multinational companies, and information regarding revenues and capital stocks. These ele
ments are expected to contribute to the enrichment of the analysis. Nonetheless, the described methodological framework allows the 
fundamental aspects of the considered complex system to be mapped. Second, the use of additional statistical analyses, e.g., predictive 
analyses, would help uncover the emergence of relevant aspects in the techno-economic landscape in future research. 

Appendix A. Supplementary data 

Supplementary data to this article can be found online at https://doi.org/10.1016/j.telpol.2020.101943. 
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